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ABSTRACT

A number of results were obtained pertaining to signal detection and data compression
for image processing. These results led to improved performance over previous approaches,
with special attention given to methods which required less statistical knowledge and which
were easier to implement. In particular, robustness and nonparametric techniques were
employed to allow the exploitation of whatever knowledge was available, while retaining
insensitivity to the remaining inexactness in knowledge. In addition, because the pres-
ence of dependency in the underlying random processes often complicates detector design,
investigations into when weak dependency could be ignored were undertaken; moreover,
results were obtained pertaining to the general subject of the extent of variation (induced
b% incomplete knowledge of the dependency) in the form of the detector data processor.
l'inally. some results were obtained which allowed relaxing stationarity assumptions which

-I. were placed on the signal in earlier work.
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SU MMA RY 0OF I? ICSICA l?(IJ

Ihe research supported by Grant A VOS1? -82-0033% ~as primarilIy concerned wit Ii signal
dcetectI i, however 5011W effo rt was also directed toward the area ofb block trunc at ion cod ing
for illiage c orlipressiori R~esults obtained pert aining to the latter will he summiarized first.

BlocK I runcat ion codling (11fC) is a technique for image compression which is easy
toiliplernient and oft en possesses good performance characteristics, relative to oilher ap-

proatches. eveni in thle presence of many channel errors. Furthermore. the BIT algorithm
doe'. riot depend on k nowledge of the specific uinderlying statistical distributions. lbut rat her
on sa riple miomient s. Thel( basic I3TC technique emnplo 'ys a two level quant izer whose output
levels are- obt ained by matching sample momients. The quant izers threshold is either taken

* ai priori to equal illhe sample mean (arid t hus the out put levels are chosen so that the first
1%%( sairiple miornerit are preserved), or the thIireshold is chosen so as to preserve a third

* s~~ an pie mm ent . Thel( latter ap~proachi. while sornewh at more com pl icated1 to imrplernent.
oh cm yields improved performance since three rnlorliients are preserved inst ead1 of two.

Thel( developers of lie technique presented formulas specifying thle quant izer thresh-
old1 and out put levels so that the first thbree samrple inoments were supposedly preserved.
1 *n fortunal iv however. the formula specifyving the quaritizer t hreshiold contained an er-
ror. arid one result we therefore obt1ain(,( was a correction of this (qlant ity. Moreover. the

* (1 ('velopers, of lie t echiniique noted that roun ding a cert ain quanitity to anl integer was at
-~ ~ t ll Iecessa irv ini pract ice: however, t here existed ambiguity in p)recisely at what point in

Ih( la gor'ithIi n Ilhe roundinig should occur. We therefore investigated the perturbation of
t he relevant quani it v. anid founid that it w~as fort unately preferable from the standpoint of
all t Iiree iriohieni s for thle rouniding to be done consistent ly in one( way. We furthermore
inii igia ted the effctof oin g1heqant\o 1) lieerlo)rinamrc and rioted that for

veximn cases it should niot be Se'riouis. Trhese results: were delineated in ,10 of the
pubhlicat ion list.

Notirig that thle WIT approach preserves sampiJle momentls (I wo) nioments with one
miet hod anld thlree withl the other), we also investigated whet her or niot improved perfor-
ijlitce (0131( be Obt ained1 by employ ing moments othier than the first two or three. We
found that the original BTC scheme could be generalized to yield a family of moment
preserving quantizers using higher sample moments. In particular. we found closed form
expressions for the quantizer outpuIt levels which preserved the n-th arid 2n-th moments

hen a t hireshold equal to the L,, norm of the samples was emnployed: we also found closed
fOrni expressions specifying the quant izer output levels and threshold t,%hich preserved I hle

ii-n I. 2Ti-thI. and :In-t h rniorenl s. N\e thlen applied t hese results to various example images
a id form rd that irmnprov('nt in p~erformiance was obtainable by the use of higher rmoments.
I toth Fronit hle st anrdpoi t ofimean absol01ut e arid] muearn squiaredl error. Fin a Ilv. We noted that
Il to \\it,~a it lcass of th~is farnil lI of mon11i( nt presecrv i ig quant i/ers for vt Iiich practical
(Ii I ifilt iv inl IItl pleimnenit atiori exist; wc thlen silo\%-,( that frequentlN t hiis sri bc ass could be
i'%milel to still obi aiti good performnnitce. These- results, were d]elinieatedl in ;;I arnd j; 13 of
Ill(' plilicuit ott list.
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Not ing the general applicability of sample niornents. we also considered an alternative
Io I ft, BTC scheme which used sample moments as a measure of the rapidity of image var-
at Ioli over pixel blocks. This approach had as a particular goal the high quality restoration
of those portions of the image with most rapid variation in gray level (such as edges). We
designed an algorithm which not only was successful in accomplishing this goal but also
was accompanied by the somewhat surprising consequence that certain nontrivial images
were restored with no degradation whatsoever. The latter consequence was in force when-
ever the nuraber of edges present in the image was no larger than a specified number which
depended on the desired image compression ratio. These results were delineated in :#8 of
Ihe publication list.

A number of results pertaining to the detection of signals in non-Gaussian noise were
obtained. For example. a classical detector of time varying deterministic signals in depen-
dent noise is the matched filter, which maximizes the output signal to noise power ratio;
it is also Neyman-Pearson optimal in the particular case when the noise is Gaussian. In
ranv situations it is reasonable to expect that the signal will be known at discrete instants.
thus adnitting the design of the discrete time matched filter. However, it is often a very
different matter to assume that the signal will be known exactly as a closed form analytical

*: express ion over, for example, an interval of time, which would be necessary for the design
of a matched filter in continuous time. While the signal may thus be incompletely known.
it i!s reasonable to expect that in many cases it could be modeled as bandlimited. If we
fiirt iherriore assume the signal is known at a fixed number of instants, we might hope that
a continuous time filter could be designed which would be insensitive to the remaining
inexactness in our knowledge of the signal. Such a filter might also have the potential
for improved performance over the discrete time filter. Using a saddlepoint criterion, we
obtained a result which specified the form of such a filter. We then showed the saddlepoint
cril(rion did indeed impart robustness into the filter; in fact, the output signal to noise
power ratio was shown to be invariant over all appropriate continuous time signals consid-
ered. Moreover, we also showed that the performance (as measured by output signal to
noise power ratio) of this robust continuous time filter upper bounded that of the discrete
Iinie filler. Finally. we sho%%ed by way of example that. strict improvement in performance
over the (iscrete time fi ter was possible. Employment of continuous time would thus seem

' '.to le useful ev-en in some cases which appear appropriate to discrete time. These results
* were delineated in ., 11 of the publication list.

We also investigated a situation where inexact, knowledge of the statistics of the noise
was present for the discrete time detection of time varying deterministic signals in i.i.d.
non-(Gaussian noise. In earlier work employing the canonical form of the locally optimal
, detector. some other authors showed how the design of the asymptotically robust detector
for the lluber-Tukey mixture class of noises could be obtained. As might have been
expecte(. the results led to censoring the factors of the test statistic to impart robustness.
% % liich led to the employment of a detector nonlinearity which limited observations of large
Suiagulitudc. lowever, this work did not take into account the common situation where

Srmore is known about a noise density near the origin than on the tails. In fact. the noise
oitcn arises in practice from the sum of a number of "nearly" independent sources, and

2."
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thus frequently the noise density resembles the Gaussian near the origin but may differ
markedly on the tails. Such knowledge had the potential to be exploited for improved
performarice, where the robustness is imparted to account for our lack of knowledge of
the tails of the noise density. We investigated this situation and obtained results which
zljecified an as.ymptotically robust detector for the case where the noise density was known

on an interval about the origin. We then showed by way of example that the approach
led to improved performance over the previous one; in fact, the improvement was quite
dramatic in certain cases. These results were delineated in #2 and : 16 of the publication
list.

In addition, we considered the discrete time robust detection of a known constant
signal in additive independent and identically distributed nominally Laplace noise. The
heavy tailed nature of the Laplace density function makes it a popular model for such
non-Gaussian noise as that encountered in atmospheric or undersea environments. We
observed that applying some existing results of luber allowed deducing the form of the
test statistic as a censored version of the test statistic which is Neyman-Pearson optimal.
Since the performance of robust detectors is an important subject which has been largely
unexplored, we pursued such an investigation with the hope of exploiting the often tractable

* ••Laplace imodel for the nominal distribution. We were able to obtain closed form solutions
for the distribution of the censored test statistic under both hypotheses, with the result
that the perforimi icc could be measured via receiver operating characteristic curxes which
plotted d(etection probabilit. versus false alarm rate. Such curves were then determined
for various cases of interest. A comparison of these curves with those for the Neyman-
Pearson optimal case was then performed, thus showing the effect of various degrees of
("itao i irat ion of the nominal distribution on the performance of the robust detector when
('o lpared to t he Neymian-Pearson optimal one. These results were delineated in I 4 of the
pu licat ion list.

In addition to the aforementioned robustness applications, we also considered a non-
parametric detector. the modified sign detector. for the discrete time detection ofa constant
sig,,nal in dependent noise. Employing the very general strong mixing class of dependent
noiscs. Ne specified the design of the modified sign detector both under asymptotic and
finite airiple criteria. We found that this design varied greatly from that for a simpler
1iodel of" dependency \%hich used m-dependent processes. Our results showed how the
dete( tor' design depended on a quantitative measure of the rate of "decrease" in depen-
denicv between samples as the samples were more widely separated in time. An example
\%as presented which illustrated the complete design of the detector for the case where the
d(ependemn y rolloff \was consistent wit h that of an autoregressive strong mixing process.
Ihf'se results \ere delineated in 4 15 of the publication list.

The area of niemoryless discrete time detection of signals in -mixing noise has been
-tudid by us in the past for both the case when the signal was constant and when it was also
a random process. The detector structure employed consisted of a memoryless nonlinearity
follo%\ed 1,\ an accumulator and threshold comparator. which was Neyman-Pearson optimal
Ti I tli, independent noise case. U sing the critrion of asymptotic relative efficiency, these
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evirlier results accounted for the dependency by specifying the detector nonlinearity which
opt imiized performance. This nonlinearity appeared as the solution of an integral equation

"" w hich unfortunalely involved second order statistics of the random processes present. Since
such slat istical knowledge may often be incomplete, we investigated alternative approaches

- Ohich required less statistical knowledge and which were easy to implement.

,or example, we considered the detection of a constant signal in weakly dependent O-
mixing noise using two approaches. For the first, the locally optimal detector was employed,
rsuult ing in the need to know only the univariate noise density. Since this approach ignores
the dependency. ii is of course important to inquire into its performance. We therefore
obtailed a bound on the degradation in performance which was expressed in terms of the
0-represent at ion oft he noise. This bound showed quantitatively how close the performance
of the locally optimal detector was to optimal for various 0-representations. The second
approach considered a more general form., consisting of the locally opt imal nonlinearity plus
a linear correction term. Such a structure has been shown to yield improved performance
uder ai moving average weak dependence model. \Ve then showed that in the much more

gencral c-mixing case. such improved performance is unfortunately not possible uniformly
ovr the class of noise processes possessing a given 6-representation. In fact., for any

° al~pproJpriate o-representat ion. we showed that there must exist such a process for which
Ihe local!y opt imal detector outperforms the one with the linear correction term. Because
of Ilhi result, we might in practice simply wish to employ the locally optimal detector in
ihe aIence of the required statistical knowledge. These results were delineated in #9 of
Sle publication list.

Motivated by the work immediately above, we then investigated the effect on the
,deiecor's performance induced by more general alterations of the form of the detector
Inonlinearily from that of the asymptotically optimal nonlinearity. These results, which
applied to the detection of a constant signal in weakly dependent o-mixing noise. showed
that thc resultant degradation in performnance can be bounded in terms of the Le distance
bet ween the optimal nonlinearity and the nonlinearity of interest. As might be expected.
I his bound also involved the ed-representation of the noise. In particular. our results showed
ihat asyNniptot ic relat ive efficiency can be viewed as a mapping between metric spaces \%hich
i continuous at the point of interest. These results were delineated in -'6 and p 17 of the
pullication list.

-. \\ also considered an alternative approach which was applied to memoryless discrete
'-. tihe dvtct ion of random signals in noise. where in this case both the signal and noise

xer rarulorn processes (not necessarily independent of each other) whose maximal corre-
lation coefficient sequences w\ere summable. Such processes are strong mixing. moreover
Shis class includes as a proper subset the class of 6-mixing processes. In some earlier work
\N e 'howed that the asyniptoticall)' optimal nonlinearity again satisfied an integral equa-
lion. which in this case involved second order statistics of both the signal and the noise.
Noting that finding an exact, solution was often limited in practice by the numerical tech-
niqu(,s employed as well as the expected inexact statistical knowledge. it was concluded

l1:at lie actual nonlinearity obtained was only approximately optimal. We therefore won-

• , . o . ° - . . . % - • .o -. -. -. o . • . ° .. . -. . . . . ° . o . . .. .
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ier ed whet her ot1her approximations might offer certain advantages, and thus pursued an

irv(1stigation into the general problem of approximating a detector nonlinearity. This led
to a result which established sufficiency conditions for the performance of a sequence of
approxiimations to converge to the performance of a given detector. We then applied these
COr(dit ions to the case where the optimal detector nonlinearity was approximated by a
qniantizer or b% a polynomial. Our results specified the form of the optimal M-level quail-
t izer: moreover, it was shown that the performance of the resultant detector converged to
opliial as the number of quantization levels approached infinity. Since one may be inter-
ested in quantizing to implement the detector digital]y, the use of such quantizers might
be attractive. We also specified the form of the optimal polynornial of a given degree. and
found that it could be obtained simply by solving a set of linear equations which involved

joilt rmtomients rather then densities. We then showed that for a large class of noises the
resultant (etector's performance converged to optimal as the degree of the polynomial
approached infinity. Because of these convergence results, we therefore concluded that the
Ctrnplo\ ImenCI of a quant izer or polynomial detector allowed performance arbitrarily close
to optiral. These results were delineated in #12 of the publication list.

.A, \with nmclh work which deals with memnoryless detection, the results described
Sl~o%(e \\,reott ained in conjunction with stationarity assumttion which were imposed on
lhe signal. Because there are many cases where a stationarity assumription regarding the
11,1al 1 1\ nol be appropriate due to. for example. manmade factors affecting the signal.
we th(In sought to investigate applications of mernoryless discrete t irne detection to the
casc of a lime varying deterministic signal in dependent nor-Gaussian noise. Using the
crileriorn of asym ptotic relative efficiency, we first specified the form of thc optimal detector
for thlit case when the detector (lass considered consisted of a time invariant niemoryiess
,oniliinearitv followed by an accumulator arid threshold comparator. the same detector class

(oIsidered by us in other contexts for various stationary signal cases. Having rioted that
lie nonstationarity of the signal might make appropriate a different. detector model, we

then employed a ni1odel which included a time varying memoryless nonlinearity. We again
specified the form of the optimal detector for this detector class. Several specific examples
\urc co'nsilered, and graphs of the appropriate optimal nonlinearities were provided. "Xe
Ihen evaluated the asymptotic performance of the optimal detectors of the two classes.
andi it was seen that for the examples considered the time varying nonlinearity led to
'-tlperior performance. Finally, in order to reduce the amount of statistical knowledge of
the noise required for the design of the detector, an approach was presented which involved
(.Jjiploy ing polynomial approximations of the nonlinearities of interest. Graphs were then
o:aincid of the optimal polynonials of a given degree for various examples. These results

%\\ r , deliin aled in .:.3 and i 18 of the publication list.

\We have also observed that in order to obtain improved performance it might be
(lesiral)le to ,llow the detector to possess memory. The presence of a nonstationary signal
IT) coru.inictiorn witi a dependent noise process often complicates the design of the detector:
more,(over. in some such cases a)plicat ions of known approaches which account for the noise
,, p.rid(enTc are inhibtI(d by lack of knowledge of the higher order noise statistics. If the
noit, dependenic' \% ere wcak thli teptation to ignore it might therefore arise. \We were
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Shlis, led to consider Ile ic is( rete timie (]letio NA ~ ith memnory of tinme varyin g deterministIC
signita III wcakd (epcildelit noise. WXe investigated quantitative conditions which allowed
(1(1 rmliniing when thle d1ependency could be ignored, and presented a result which allowed
bouiin~lg tie variatlion iii lalse alarmn rate arid det ectLion probability induced by ignoring

hw (epenidenicN. The case of statijoniary Ca ussian noise was then considered, and We

sh wed that our result rclated the bound on the variation in false alarni rate and detection
probability to thle rate of descrent of the noise auitocorrelation. These results were delineated
in ::)5 and~ :.: 1.1 of the pub~licat ion list.

lFirndll .\( w e ige mor rierally the effect indulced b~y the aforemnent ioned in-
eVIiCt krio\O-ldge of' the noise dependencv on the detector (data processor. Noting that.
ii idlr at variet v of fidelit criteria, this dat a processor could be expressed in terms of the
ivil(\dint li kelhood0( ratio. we considered the variation in the likelihood ratio as the noise
(IPitrihutilon hi nct ions \\ern varied about their nominal values. Our results, which first
%%er(' ipplied to the (letect ion of a time varNying deleriinistic signal in additive noise and
Own %cre extendled 1o a more general situation in which the signal possessedl a random
amrplit ude. characterized a class of noise contaminants over which the likelihood ratio w\as
I rtTiIxI 1i1ttI wits thlen Shown by example that such a class cont ained d istribut ion functions

* ~~ilat d]i tiered greatl 'l\ from iiIlie nomiinal (list ribution funtiion. vet still y'ielded the salim
I .ike (.0(1 ratio. .A kv element comminon to these results, wvas that a cont ainiianit wh ich

,%-it perlo(ic Tril ti ple (withI period equal to the signial) of the niom~i nal I (ensit led to all
uii prt iirbed li kel ihood ratio. These results were del irlated in 7 of the publicationlst
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lDlL(IIONS 01, (TRIMEN'I T SAI

(Cuirrenit resear( It Is di rccied toward t he areas of'sifgnal djetect ion and data comupressioni
for iriiage procc-s in g. NI (hi of' this w~ork hi., s a goill the ad miss ion of iioii-G ani-ssi pro(-

%t m \ i I dec1 )cIIlic * . III atdditioni. NW are hetiNitrst ed lit i)aIpprmches whiich requ ire
I I I TIi o d rite aIc it on t I s I of s Ia t ist ic al k now led gc. th11us N \ d(( ig great er u t ilIIty3 i n p ractIice.

Ti- 1 i resu liig in thli alt ract iveriess of robust or nion pa riminci s hiemies. Because III
l aii\ c&ase> %%C Might c xpec t thle presenice of (Ieperideilt in Owe underlyinig random pro-

%%e are ral(uir. neetdi tdig robustl or non para nictric scheimes with

lpllillitoll to dilepemi(hmt processes. UmeseC are areas for N h ichi few results exist in the de-
:'nident1 nIon-(,aussi mil case,. amid thus the ermpio~mieiit of uncon-emmtiorial technuiques might
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